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ABSTRACT
Innovations in the field of computer engineering and artificial intelligence provide new 
methodological opportunities for scientific research, giving rise to the study of emerging 
social phenomena that are born in and inhabit virtual spaces. The purpose of this paper 
is to familiarise the social scientist with the widely established processes in massive text 
analysis using machine learning techniques that give rise to what we know today as natural 
language processing (NLP). First, a brief overview of the history of NLP and its relation to 
text analysis in the social sciences is given. Then, in each section of the text, the steps to fol-
low when applying NLP to social research are assessed, providing information on software, 
tools, data sources and useful links, with the aim of offering an introductory and simplified 
guide to serve as an initial approach to this discipline. Finally, the main challenges that the 
social sciences face when implementing NLP techniques are examined and assessed.
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RESUMEN
Las innovaciones en el campo de la ingeniería computacional y la inteligencia artifi-
cial brindan nuevas oportunidades metodológicas para la investigación científica, per-
mitiendo el estudio de fenómenos sociales emergentes que nacen y habitan en los es-
pacios virtuales. El propósito de este trabajo es familiarizar al científico social con los 
procesos ampliamente establecidos en el análisis masivo de texto mediante técnicas de 
aprendizaje automático que dan lugar a lo que hoy conocemos como procesamiento de 
lenguaje natural (PLN). En primer lugar, se lleva a cabo un breve recorrido por la histo-
ria del PLN y su relación con el análisis de texto en las ciencias sociales. Luego, en cada 
sección del texto, se valoran los pasos a seguir cuando se aplica PLN a investigaciones de 
carácter social, proporcionando información sobre programas informáticos, herrami-
entas, fuentes de datos y enlaces útiles, con el propósito de ofrecer una guía introduc-
toria y simplificada que sirva como acercamiento inicial a esta disciplina. Por último, se 
examinan y evalúan los principales desafíos que las ciencias sociales enfrentan al imple-
mentar técnicas de PLN.

PALABRAS CLAVE: datos masivos; procesamiento de lenguaje natural; ciencias sociales; 
aprendizaje automático, minería de texto.

1. Introduction: big data applied to the social sciences. 
Natural language processing (NLP) 

Natural language processing (NLP) refers to the branch of computational sciences 
that, combined with linguistics, enables certain computer systems to process and 
“understand” human language (Bird, Klein and Loper, 2009). Language, in the 
form of written text, constitutes a primary source of human documentation of 
great importance in social research contexts. Text analysis has developed greatly, 
incorporating numerous research techniques and methodological tools that 
have made it possible to refine the use of this information, both as a primary and 
secondary data source, especially in the field of qualitative approaches.

However, the importance of the text as a unit of analysis is a concept shared by a 
number of branches of knowledge. Computational science has demonstrated 
a growing interest in automating and developing machines that are capable of 
bridging the gap between human language and “machine language”. Parallel efforts 
have been made in the two disciplines to extract substantive information from text 
corpora, a process known as text mining (Justicia de la Torre et al., 2018), resulting 
in certain points of convergence that are decisive for bringing about methodological 
advances in social research.

The specialised literature suggests that the need to develop machines capable 
of performing automatic text translations in various languages arose as a 
result of the outbreak of the Cold War, with Russian to English translation 
being most prominent. In response to this demand, the first symbolic textual 
analysis systems using machines started to emerge (Johri et al., 2021). 
Meanwhile, although text analysis had already consolidated itself in the fields 
of anthropology and sociology, towards the end of the Second World War, 
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the Chicago School’s pioneering works examining the relationship between 
migrants and soldiers took on a methodological significance (Abbott, 1997). 
At that time, the systematisation of textual data analysis, both from primary 
and secondary sources, required considerable effort in terms of labelling, 
organisation and text management. This manual work led to the development 
of various methodological branches that to this day determine the different 
methods of analysis used in qualitative research. 

In its early stages, natural language processing grounded its work in Chomsky’s 
theory of syntactic structures, which was strongly criticised by other linguists (see 
Radick, 2016; Hockett, 2020). Its detractors argued that human language involves 
complexities that go far beyond the association rules and comparative models 
that played such a vital role during the nascent years of computational logic. This 
argument, which continues to this day, shifted in favour of the machines as a 
result of the advances made in computing following the incorporation of statistical 
calculations in machine-based human language processing for the very first time 
(Bitter et al., 2010). These developments made it possible to address the peculiar 
and variable characteristics of human language, overcoming the limitations of 
approaches based solely on syntactic rules.

This paradigm shift culminated in the 1990s, coinciding with the growth of 
telecommunications and the widespread use of personal computers, shaping what 
we currently know as the information society (Castells, 1997). The “statistical 
stage” increased the complexity of text analysis, leading to the launch of the 
first computer programs specialising in qualitative data analysis (CAQDAS), such 
as ATLAS.Ti (1993) and NVivo (1999). Thanks to these developments, it was now 
feasible to carry out text tagging tasks in a semi-automated manner for the first 
time. Word counting and frequency calculations encouraged the development 
of approaches such as content analysis and techniques that bordered on mixed 
analysis and triangulation. 

From the first rudimentary techniques to the present day, the information society 
has undergone significant changes that have set a new stage for NLP and, therefore, 
opened up the possibility for further advances in textual analysis methods and 
techniques in social research. Developments in the field of ICT—which led to the 
creation of new social, scientific and technical models—have brought about three 
main challenges. 

Firstly, intense competition in the international market, due to the inclusion of 
economies from the East and the Global South, has resulted in an unprecedented 
reduction in material costs in the technology industry. As a consequence, 
telecommunications structures have expanded and become more interconnected, 
turning them into the backbone of the virtual society. Secondly, advances in areas 
such as computing, applied mathematics, statistics and robotics have imbued 
these interconnections with intelligence, giving rise to what we know as artificial 
intelligence. This artificial intelligence moves away from the classic approach to 
computing based on action and reaction, and instead adopts interactive models that 
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are capable of generating multiple responses to a wide variety of inputs. Lastly, the 
central element that feeds these two infrastructures—and is influenced by them—is 
what we call big data.

On a global scale, a growing interest in research of this object of study can be seen. 
From the perspective of social scientists, big data refers to all parts of the digital 
footprint generated as a result of interactions between humans, between humans 
and machines, and between machines in the virtual realm. Previous research (Gualda 
et al., 2023) has highlighted that text analysis has become one of the most popular 
methodological approaches when combining big data technologies with the social 
sciences. This is mainly due to the fact that a considerable percentage of digital 
footprints are stored as text.

The world wide web continuously records thousands of interactions that 
occur on platforms such as social networks, personal blogs, websites, instant 
messaging services and digital forums. This information is a reflection of new 
narratives, discourses, social representations, interactions and relationships 
that transpire both in online and offline settings, contributing to phenomena 
that are characteristic of our contemporaneity, such as the spreading of 
false news, hate speech, viral trends, polarisation of information, distrust in 
democratic and scientific establishments, virtual relationships and networks of 
influence, among others.

While the exploration of new forms of socialisation and their structures is of utmost 
importance to social research, scientists frequently come up against a number of 
issues when trying to access these new realities. The problems often posed by these 
types of data include managing large volumes of information, the dizzying speed 
with which they are generated, the unstructured format in which they are stored 
and questions related to their extraction and ownership (Gillingham and Graham, 
2017; Gualda and Rebollo, 2020). In addition, the lack of interdisciplinary teams 
and knowledge of the available tools place considerable constraints on this type of 
research.

In the context of text analysis, the statistical focus has been replaced by neural 
networks and machine learning, which, upon further inspection, seems to permit 
more complex analyses while being more straightforward to apply. For this 
reason, this work strives to reduce the technical deficiencies that are currently 
evident in the social sciences and encourage us to explore resources that bring us 
closer to emerging social problems and build bridges with other disciplines and 
objects of study.

The following pages provide an introduction to the steps required to apply natural 
language processing (NLP) to research. Practical information is provided on the 
procedures and resources used to carry out these analyses, including available text 
data sources, information extraction techniques, and data cleaning and processing, 
as well as the main types of analyses that can be performed. Finally, the greatest 
challenges that the social sciences face when implementing NLP techniques will be 
examined.
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2. Computer programs for working with natural language or 
mining digital texts

When seeking to analyse big data or data from digital sources, it is common to resort 
to software and programming environments that are not traditionally part of a 
social scientist’s training. However, advances in computing and data analysis have 
simplified the complexity of programming, making it more accessible to all types of 
users. 

New programming tools have taken a leap forward by revolutionising the way in 
which we analyse data. On the one hand, it is commonplace to open source software 
with environments and extensions that can be downloaded free of charge, and 
which often boast a virtual community that constantly shares information and 
resources. On the other hand, such software is able to process and apply statistical 
calculations much quicker, providing greater autonomy and control when refining 
algorithms. It is also able to handle larger volumes of data and can easily connect 
to various digital sources and resources. In addition, these approaches incorporate 
innovative predictive statistical techniques which were not previously available in 
traditional statistical computer programs.

There are currently two predominant approaches to natural language processing that 
can be chosen, depending on whether the researcher wants to use a programming 
language or a computer program with a user interface that does not require any 
code to be implemented. The latter approach is a more accessible alternative for 
researchers who lack knowledge in computer science, but who still wish to apply 
these kinds of analyses.

The two most recognised and widely adopted programming languages in the 
field of data analysis are R (The R Project for Statistical Computing) and Python. 
Both are high-level programming languages that have a more accessible syntax 
that is more similar to that of human language rather than machine language. 
The R programming language is commonly used with the RStudio integrated 
development environment, and there are several free courses and manuals for 
beginners available. Social researchers often favour the R programming language 
because of its greater statistical analysis and data visualisation potential. Different 
codes that can be easily applied to different types of data have been shared widely 
on the Internet. With Python, on the other hand, the use of the Jupyter Notebook 
environment is recommended, which gives users an interactive way to run code. 
Python offers many possibilities for both statistical and visualisation purposes. 
If we compare both languages in terms of their data analysis capabilities, R 
and Python have similar features, although Python is more widely used by data 
scientists.

For those who choose not to use programming languages, a wide variety of computer 
programs can be used to run the same algorithms without having to write code. 
This article proposes two completely free computer programs that are growing in 
popularity in the academic community: Orange Data Mining and RapidMiner. They 
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can both be downloaded locally onto a personal computer, and their respective 
websites offer short video tutorials for performing a wide variety of analyses.

3. Textual data sources 
As already mentioned, natural language processing (NLP) techniques and methods 
are applied by analysing units of text or words written in human language. These 
texts are of a considerably wide variety and origin, since they can come from any 
number of sources where speech or writing is used. However, in order to use text 
mining techniques, the data must be in digital format. Under this premise, original 
text data sources and resources involving human language fall under one of three 
categories, based on their nature and the context in which they were created, each 
of which involves different procedures and considerations: 1. Analogue text, 2. 
Transcribed audiovisual text and 3. Digital text.

3.1. Text from analogue files 

First of all, we have analogue resources, i.e., all classical and historical texts that 
were written by hand or typewritten and have been printed but are not yet digitised. 
Examples of these are historical archives on cities, correspondences between royals 
and officials, manuscripts and certificates. In social sciences these are classified as 
secondary data sources and are frequently used in fields such as history, philology 
and anthropology, although they are also highly valuable in any line of research 
wherein the goal is to study a specific historical moment or recover information pre-
dating the use of computers.

These types of resources have enormous potential when NLP methods and 
techniques are applied. The only drawback, however, is that they must have 
previously been digitised in order to be used for this purpose. In fact, most 
of the pioneering projects that laid the foundations of the digital humanities 
centred around digitising historical sources (Piotrowski, 2012). Thanks to this, 
nowadays there are numerous open databases that can be used by researchers 
from all over the world free of charge. What’s more, in the event that the text 
they are searching for is not found in these databases, there are highly effective 
tools available that allow them to digitise them. These types of resources can 
also be of great value for machine learning and for understanding specific 
language types at specific points in time.

“Culturomics” (Michel et al., 2011) was one of the first experiences that achieved 
widespread success, leveraging the 15 million books digitised by Google—
currently available on the Google Books service—to create a database of more 
than 500 billion words from books written between the years 1500 and 2008, and 
which has recently been updated with words from up to 2019. The underlying 
purpose of this project was to generate a kind of “digital collective memory” 
that could be consulted to find out more about the use of words and linguistic 
resources throughout history. 
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In a similar vein, numerous sources of historical texts can be found, such 
as databases containing newspapers from several decades ago, permitting 
researchers to inquire about specific events from the past. However, before 
these texts can be used online, they must first be processed in order to store 
them in a file format that is compatible with programming languages. One of 
the most common options is to save them as plain text files, commonly known 
by their extension “.txt”.

3.2. Text from audiovisual files 

Next we have texts that are transcriptions of audiovisual media. As is often the 
case in qualitative research, researchers may wish to work with texts acquired 
from voice or audio notes, songs, television scripts, radio programmes or 
conversations that take place in offline settings. For these examples, as long as 
the transcript is stored as a digital version, the NLP processing tools are equally 
valid. 

Of particular use in this regard are resources that automatically convert audiovisual 
files to digital text, such as the free tools offered by Zoom and Google Docs. Once 
the text file has been obtained, the next step, as in the case of analogue resources, 
is to convert it into a format that is compatible with the computer program that 
is going to be used. The most commonly used formats are plain text files with 
the “.txt” extension, JavaScript Object Notation with the extension “.json” and 
Comma Separated Values files with the “.csv” extension. Occasionally, these files 
may first need to be structured by the researcher.

3.3. Text from digital files

Lastly are digital texts that can be found on Web 2.0. These are texts that have been 
originally written online and are either fully or partially accessible in the virtual 
realm. In natural language processing, these resources are widely used because 
of their diversity, quantity and ease of access. These characteristics, combined 
with the classic attributes of large datasets, make digital resources the most 
suitable for process automation and computational textual analysis. These types 
of texts are available as both secondary and primary data sources for research 
purposes, although in such digital texts there is also an abundance of unsolicited 
data (Ruelens, 2022).

The digital resources that store information that can be exploited through natural 
language processing (NLP) techniques are mainly found in the following areas: 1. 
Social media, 2. Opinion blogs and virtual forums, 3. Websites, 4. Online newspapers,  
5. Scientific databases and online encyclopaedias, 6. Search engine tools and 
7. Instant messaging apps. In most of these cases, the data are not specifically 
oriented to a determined research project; it is the responsibility of the researcher 
to gather the information and make it relevant to their objectives. However, some 
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of these resources may be primary data sources, as they can be used to create texts 
in particular digital environments. One of the most commonly used methods are 
structured interviews conducted in instant messaging applications such as Gmail 
and Outlook. There are also cases of researchers posing a question in a virtual 
forum and subsequently analysing the answers written by users (see examples in 
Dahlin, 2021; Holtz et al., 2012; Murthy, 2008).

4. Mechanism for selecting and extracting information
Once the source or repository that houses the relevant data for the research has been 
identified, the next step involves downloading and storing said data. The procedure 
and means for extracting them largely depend on two key elements: firstly, the type 
of access granted to these data; and secondly, the platform or computer program 
used to analyse and exploit the text.

Regarding the type of access, the information to be extracted can be found in 
different types of domains: 1) private, wherein to access the data you must request 
permission from the owner, pay a fee or be the owner of the domain or a member 
of a specific community; 2) semi-private, as is the case when data owners offer 
application programming interfaces (APIs) that allow partial access to the data; or 3) 
open, wherein the data are completely public and available for download and use by 
anybody who is interested.

4.1. Download via API

Application programming interfaces (APIs) are a way of accessing software that allows 
external users to extract specific information (Qiu, 2017). In essence, an API serves 
as a communication key provided by the owners of the computer program, allowing 
users to directly access and obtain certain types of information. There are always 
access limitations depending on the permissions granted by the owner, although, in 
most cases, APIs grant the necessary permissions to extract the information required 
for the research.

A major advantage of working with APIs is the direct and established link 
between the computer program the information is requested from and the 
computer program that makes the request, as they use specific codes that remain 
the same. This streamlines the process of querying and extracting information. 
However, one of the drawbacks of using APIs is the need to obtain access and 
authentication keys, which can only be provided by the owners, meaning that 
requests may not necessarily be authorised. Lastly, APIs can either be used free 
of charge or for a fee. Links to free APIs for the main social media networks are 
provided in Appendix 1. 
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4.2. Web scraping 

The practice known as web scraping refers to the process of extracting information 
from web pages by using software or programming code (Vilkova, 2020). The 
information obtained via this method is an exact replica of what is written in 
the domain that has been accessed, and the process is generally carried out in an 
automated manner using robots that simulate human behaviour on the website. 
This technique can be applied to various types of websites, social networks and 
even search engine results. 

A significant advantage of web scraping compared to APIs is that it does not 
require a prior request for access, which makes it possible to perform on virtually 
any web page. However, this technique also presents additional challenges and 
requires more complex code. Although there are applications and websites that 
offer the ability to perform web scraping without the need to write code, these 
are usually paid-for computer programs or they offer only a limited free period. 
In the area of social research, web scraping could prove useful in order to gain 
access to opinion platforms and extract information from blogs and forums that 
cannot be accessed via an API.

4.3. Direct file download

The most practical and convenient option is to use data sources that allow you 
to download files directly. In such cases, the domain owner provides a user-
friendly interface that allows you to specify search filters and manually download 
data in various formats. However, it is common to encounter limitations when 
it comes to downloading information due to the limited capacity of the servers. 
When researchers need to download large datasets, it is recommended to look for 
APIs that establish a direct connection with the data, as they are able to generate 
automated queries.

It is important to also consider the type of format in which the data is made 
available. In the case of files stored as Excel spreadsheets, the information can be 
handled easily as long as it does not exceed one million records (Microsoft, 2022). 
However, when the project at hand involves working with large amounts of data, it 
is advisable to store the information in formats such as comma-separated values 
(.csv) or in JavaScript object notation (.json), which contain data in a machine-
readable format based on key-value pairs. When the data is only available for 
download in a digital document format like PDF (portable document format), it is 
recommended to convert the file to plain text.
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5. Cleaning and preparing texts for analysis
Once the data has been stored properly, the next step is to clean and prepare 
the text, which will make it easier to perform analyses later on. In the field of 
data science, this is a vital and time-consuming step when working with large 
datasets. Properly cleaning the data helps ensure the satisfactory performance 
of the algorithms applied and, therefore, the quality and veracity of the results 
(Bird et al., 2009). In the specific case of NLP, the chosen strategy mostly depends 
on the degree of complexity of the analysis to be applied. However, there are two 
unavoidable actions in textual data processing regardless of the tools used and 
our objectives. 

5.1. Removing stop words

The first step involves excluding what are known as “stop words”. Human 
language, in general, is characterised by the presence of connectors and 
auxiliary words that give coherence and continuity to communication. However, 
the main ideas and meaning of sentences are found in nouns, adjectives, verbs, 
and in some cases adverbs, which contain the substance of what we are trying to 
express or communicate. In text mining, the aim is to simplify the content and 
keep it homogeneous. To do this, the whole text is converted to lower case and 
all external links—such as hyperlinks—emoticons and similar characters are 
removed, if there are any.

Secondly, stop words, such as conjunctions (and, nor, but, same as, because, 
etc.) and prepositions (to, before, under, near, with, against, of, etc.), are 
also eliminated. Usually, statistical packages for natural language processing 
incorporate this function, automatically deleting any stop words. Even so, it is 
advisable to carry out some kind of test to find out which other words that are 
not included in the generic dictionaries are of little value to the corpus. 

After carrying out the initial cleaning process, a word frequency analysis can 
be performed in order to identify irrelevant concepts. However, the number of 
words deleted must be kept to a minimum in order to preserve the integrity of 
the original information. The exclusion of these words during the subsequent 
cleaning stage should be clearly documented in the methodology section, 
providing adequate justification for the decisions made by the researcher. See 
Figure 1 for an illustrative example of how text is presented after automated 
cleaning.
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Figure 1
Example of automated text cleaning with the Python NLTK library

Source: own research.

5.2. Tokenisation and dictionary creation 

The next step is to tokenise the text. Tokenisation is the process by which text is 
broken down into unique words or sentences (Saleem et al., 2021). Its purpose is to 
reduce the text corpus down to the smallest unit size that will be processed as a single 
piece of data. Continuing with the previous example, the text can be fragmented into 
unique words known as unigrams so that the first sentence received by the machine 
will look as shown in Figure 2.

Figure 2
Example of automated sentence tokenisation by unigram

Source: own research using the Python NLTK library.

It may also be an interesting idea to combine two words for the minimum unit, as 
this offers greater context for the words analysed. Word pair fragments are known as 
bigrams. Figure 3 shows an example of this type of tokenisation.
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Figure 3
Example of automated sentence tokenisation by bigram

Source: own research using the Python NLTK library.

The most traditional tokenisation methods are by unigrams and bigrams, as shown 
above in the examples. However, tokenisation is possible by sets of as many words as 
desired, also known as “n-grams” (Saleem et al., 2021). The final choice of number 
of words to group together will depend on the type of the corpus we are working with. 
In addition, performing analyses on different degrees of tokenisation will allow us to 
compare and give consistency to the results. Tokenisation is an automated process. 
In general, the software or code allows you to decide the number of grams by which 
you wish to tokenise the text. 

Finally, these “tokens” will be transformed into numerical language, converting them 
into vectors in order for the machine to be able to count and perform calculations with 
the words. The vectorisation process can be carried out with multiple libraries and 
statistical packages, and we must find the transformation that best suits our specific 
needs. In this step it is important to consider the amount of text, our hard drive’s 
computational capacity and its speed. This vectorisation will create a dictionary that, 
to put it simply, assigns each token a unique number, followed by a second number 
that indicates the number of times that this token is repeated in the sentence. In 
the example below, the word “existing” is assigned the number 1, the word “big” is 
assigned the number 2, and so on.

Figure 4
Example of dictionary creation

Source: own research using the NLTK library.
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6. Application of algorithms using machine learning 
techniques for text analysis

Machine learning is the branch of artificial intelligence where computational 
engineering meets mathematical statistics (James et al., 2013). The main difference 
between this and classical programming is that until now the machine’s actions 
were determined by a computer programmer, who was responsible for establishing 
a specific rule assigning a determined output to each input. Machine learning, on 
the other hand, allows the machine to learn the various inputs and outputs by 
itself, enabling it to generate new output patterns without there necessarily being 
prior programming (Müller and Guido, 2016). This type of engineering is what has 
made it possible for computer-based natural language processing to increase the 
complexity of textual analyses, refining the lexical variation and simplifying its 
multiple relationships, and bringing machines ever closer to the way humans use 
language. 

As already mentioned, textual data analysis has long been used in the social 
sciences. This type of data is generally used in qualitative or mixed approaches, 
which in turn have gone on to form different methodological approaches. The 
objective of the research, as well as the medium and nature of the data, condition 
which type of analysis is chosen. However, most authors with experience in this 
field agree that the qualitative data analysis and, therefore, most text analyses, 
must necessarily involve two aspects: “data management and interpretation” 
(Gibbs, 2012, p. 23).

Data management serves to classify, label, order and reorganise the information, 
a vital step that will help establish the fundamental methodology of its subsequent 
interpretation. At present, this first “administrative” phase is carried out with the 
help of private computer-assisted qualitative data analysis software (CAQDAS), 
such as ATLAS.Ti and NVivo, combined with the researchers’ theoretical criteria. 
Although these programs have undergone great developments in recent years, 
many of their limitations can be overcome using NLP techniques and machine 
learning tools. 

Machine learning techniques offer a number of possibilities when it comes to 
managing large text corpora or unstructured datasets, which also opens up new 
opportunities for using such data when performing statistical analyses, such as 
correlations and time series. These techniques are not only able to be used for classical 
content analyses or categorisation, which focus on quantitative approaches, but they 
also facilitate the development of discursive analyses by uncovering key patterns 
and concepts in voluminous and complex datasets. Ultimately, the choice of one tool 
over another will depend on the nature of the research and its objectives, as well as 
whether or not the researcher wishes to triangulate data and contrast methods and 
results.

Machine learning, in turn, branches into two types of learning based on the 
characteristics of the data (inputs) that the researcher uses and the intended actions 
that the researcher wishes to perform with the obtained results (outputs). In the 
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case of categorising or classifying data lacking associated information, unsupervised 
learning is used. On the other hand, when a portion of the labelled data is available 
and we wish to predict the labels of future observations, supervised learning is used. 
The distinguishing features of each learning approach are described below, as well as 
the main types of analyses that can be carried out (see Figure 5).

Figure 5
Main types of text analyses using machine learning

Source: own research.

6.1. Unsupervised learning 

Unsupervised learning is employed when working with unlabelled data, in other 
words, data that are not classified or that have previous responses associated with 
each piece of data or observation. The goal of this approach is to group observations 
based on their similarity or to perform entity recognition using statistical distance 
calculations. In doing so, the machine unveils patterns that cannot be seen by the 
naked eye (Müller and Guido, 2016). This methodology is especially useful for 
analysing textual data, since it allows us to gain a first look at corpora that are not 
classified or that lack prior information regarding their content.

Among the many examples we find in the current literature are works in which 
these approaches are used to discover the discourses and narratives found on social 
networks, as well as to carry out massive reviews of the literature. One example is 
the work conducted by Lindstedt (2019) in which unsupervised learning was applied 
in order to identify the main topics investigated in the literature related to social 
movements between 2005 and 2017. Another is the research carried out by Pavlova 
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and Berkers (2020), the objective of which was to analyse the discourses on mental 
health present on the social network X/Twitter. 

6.1.1. Topic modelling 

Topic modelling is a text analysis technique based on unsupervised machine learning 
that is widely used in text mining (Nikolenko et al., 2017), the purpose of which is 
to discover the statistically significant topics found in the texts analysed in order, 
as in the examples mentioned above, to be able to obtain substantial generalised 
information regarding a set of texts. 

This technique can be implemented using various algorithms, with latent Dirichlet 
allocation (LDA) being the most widely used in the scientific literature. LDA groups 
together the most frequent words based on their similarity. However, recent research 
comparing the performance of different algorithms has revealed the limitations 
of LDA. In recent years, the BERTopic algorithm has been proposed as a promising 
alternative, although it has yet to be widely adopted in social science work (Egger and 
Yu, 2022).

Regardless of the algorithm used, through topic modelling we can classify texts 
grouped by similarity and differentiated from one other by distance, while we also 
obtain a series of keywords from each group which, depending on the researcher’s 
criteria, must be given a descriptive name based on the set of words in question.

Figure 6
Example of output from the LDA algorithm applied to a text corpus

Source: own research in Python Jupyter Notebook.
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Figure 6 shows a concrete example illustrating the results of applying latent Dirichlet 
allocation (LDA) analysis to a text corpus composed of various investigations in the 
fields of business and technology. This specific case was implemented using the 
Python programming language in the Jupyter Notebook environment by using the 
Gensim library. However, as summarised in Table 1, it is feasible to carry out this 
procedure in a number of environments and even to use the software mentioned in 
Section 2 without requiring prior programming knowledge.

Figure 7
Example of a graphical view of the LDA algorithm

Source: own research using the Python pyLDAvis library.

Figure 7 shows a way of viewing this algorithm using the pyLDAvis library. This tool 
allows us to gain a better understanding of how clusters and topics are distributed, 
as well as the most relevant words associated with each of them. The next step is to 
extract the information and, based on a study of a sample of the texts selected for 
each group, make thematic deductions and assign a name to each cluster.
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6.1.2. Character or entity recognition

Another of the most-used techniques in unsupervised learning is entity 
recognition, or more specifically, named entity recognition (NER). In this process, 
the machine is able to detect predefined entities in a text corpus. The algorithm 
can detect where in the text people, places, companies and numbers, among other 
elements, are mentioned (Calzolari, 2020). This can be an interesting way to label 
texts and organise them quickly and effectively. These entities are recognised 
using pre-existing dictionaries that the algorithm consults to detect nouns in the 
corpus that have been previously labelled in other text corpora. For this reason, 
although we apply this technique as part of unsupervised learning, the reality is 
that it is a mixed method that combines aspects of supervised and unsupervised 
learning. 

Figure 8
Example output by applying NER

Source: Li (2018).

Figure 8 shows a specific example of the output displayed on screen when applying 
the spaCy library for visualisation in the Python programming language within 
the Jupyter Notebook environment. These libraries also offer the ability to store 
classifications in lists or databases, enabling them to be used and processed in the 
future. 

By applying both topic modelling and entity recognition, we are able to label and 
classify texts that were originally unstructured. As we have already mentioned, these 
analyses can be applied both in environments that require programming and in 
coding-free software. The advantage of this type of technique is that it enables us to 
quickly create generalised topic and concept maps. However, the researcher plays a 
much more important role when interpreting the topics and hypothesising. 
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It is important to note that in the case of topic modelling, it is the researcher who 
must decide on the number of clusters into which they wish to classify their texts. 
Although there are evaluation metrics that can be used to statistically compare 
the results, with the consistency metric being the most popular (Stevens et al., 
2012), the current literature argues that these metrics should be considered in an 
indicative manner. Ultimately, the meaning and significance of the results obtained 
will come down to the researcher’s theoretical criteria.

6.2. Supervised learning 

Supervised learning is the approach used to process labelled or classified data in 
order to make predictions about the classification of future observations with the 
same criteria and characteristics (Shahbaz et al., 2022). Using this type of algorithm, 
the machine is instructed with a training dataset which provides it with the input 
characteristics and the corresponding output labels. The main objective of this is to 
enable the machine to predict what the label will be for a new observation. Supervised 
learning can reach considerable levels of complexity, and the current possibilities in 
this field are wide and diverse.

This type of approach is especially useful in identifying specific categories, 
predicting results and assigning labels to new texts based on previously 
established patterns. Unlike unsupervised learning, which focuses on general and 
descriptive analytics, supervised machine learning is suitable for more precise 
and targeted applications. Supervised machine learning techniques have been 
used in the scientific literature in a range of contexts. For example, Naseeba et al. 
(2023) employed this approach to classify newspaper articles, while Khanday et 
al. (2022) focused on detecting hate speech on social networks. Mbona and Eloff 
(2023), on the other hand, applied supervised machine learning techniques to 
bot identification, and Shevtsov et al. (2023) explored its usefulness in electoral 
analysis.

6.2.1. Text classification 

Text classification can be very useful in studies involving large volumes of data. 
In this scenario, it is first necessary to classify the set of texts and the predicted 
outputs, and then apply this knowledge to the rest of the corpus to allow the 
algorithm to perform the classification automatically. In this sense, it is 
advisable to start based on previous knowledge of possible theoretical categories 
and typologies in order to generate labels that can either support or refute 
hypotheses. Therefore, the prior labelling task carried out by the researcher 
must be solidly grounded and follow a comprehensive coding process, which 
will allow the algorithms to make predictions with greater accuracy. Before 
performing this labelling, a clear and detailed coding guide must be created to 
ensure that coders follow uniform and solid criteria when classifying the text 
unit to be analysed. 
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Text classification can be carried out using various algorithms. As with topic 
modelling, we found multiple papers in the recent literature that evaluate the 
performance of different classification algorithms (Dogra et al., 2022). In the area of 
social sciences, one of the most widely used types of algorithms in scientific research 
are support vector machines (SVMs), which are able to classify text groups with high 
dimensionality (Joachims, 1998).

It is important to note that, when using classification algorithms, the training data 
must have the same characteristics as the data to which the algorithm is going to 
be applied. For example, if the algorithm has been trained to obtain two response 
classes, such as “extremist” and “moderate”, this algorithm’s output will always 
correspond to these two labels. Therefore, if the new sets of texts are expected to 
contain additional categories that are not provided for in the labelled sample, a 
new sample in which the additional categories are labelled will be needed and the 
algorithm will have to be retrained.

6.2.2. Sentiment analysis

Sentiment analysis is a broad analysis type commonly found in the field of business 
and other social sciences. It has traditionally been carried out through customer 
satisfaction surveys. However, the increase in the number of digital commerce 
platforms has led to the development of new methods that, in turn, have enabled 
these analyses to be applied to new and varied areas of research such as electoral 
analysis, studies on migration and hate speech and communication studies, among 
others. Sentiment analysis using machine learning allows us to identify emotions 
in large text corpora. This works with the same logic as text classification; however, 
as with the NER technique, there are multiple already trained dictionaries that, 
without the need to previously label a sample of the database, the algorithm can 
use to recognise the sentiment in our text corpus. 

In both cases the result is a text corpus labelled according to previously established 
theoretical criteria, unlike in unsupervised analysis. When creating a classification 
algorithm, the goal is to obtain the highest percentage of accuracy in the prediction 
model we have generated. Supervised learning models are evaluated by following an 
established procedure.

First, a sample that requires labelling is extracted from the text corpus. This 
sample is divided into a training set (70%) and a test set (30%). The model is 
trained using 70% of the sample data by showing it the observation or data and 
then the output response. Once the model is trained, its classification ability is 
evaluated using the other 30% of the sample data, or the test set. Based on the 
accuracy obtained in this evaluation, a decision is made on whether the model 
is accurate enough to classify the unseen data. In order to achieve a suitably 
generalised model, a large-volume text corpus is needed. In addition, the 
level of precision the model is found to have must be specified in the research 
methodology.
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Table 1
Main libraries for each type of analysis and programming language

Type of Analysis Python programming language R programming language

Topic modelling -Gensim
-scikit-learn

-topicmodels
-LDA

Entity recognition -SpaCy
-NLTK

-spacyr
-openPLN

Text classification -NLTK
-TensorFlow (Keras)

-TM
-Caret

Sentiment analysis -scikit-learn
-Keras

-tidytext
-quanteda

Source: own research.

7. Conclusion
This work offers a synthesised guide to the basics of applying natural language 
processing (NLP) in social science research within the framework of machine 
learning. First, it provides an overview of the history and origin of natural language 
processing, followed by the practical aspects of applying NLP techniques. Details 
are given of some of the programming languages and software that can be used to 
carry out analyses, as well as the various text sources and the methods for extracting 
and storing them. Next is a section on text cleaning and processing, followed by a 
description of the various types of analysis techniques that can be applied to natural 
language processing.

Although in the international scientific literature there is a growing interest in 
the transdisciplinary integration between the different branches of social sciences 
and computer techniques, there is a clear need to continue developing research 
and pedagogical works that encourage and motivate social scientists to adopt and 
actively use these types of techniques in their studies. The implementation of these 
methodologies can provide significant benefits, such as deeper and more rigorous 
data analysis, identification of hidden patterns and trends and a more complete 
and enriching understanding of social phenomena.

This guide is intended as an introductory resource for researchers interested in 
delving into the field of machine learning and NLP. Its fundamental purpose is to 
provide clear and effective guidance that helps researchers choose between the many 
widely validated approaches, programs and algorithms that are available, since the 
incredible amount of options can be overwhelming for those who are in the early 
stages of their training in this field of study. 

It is worth pointing out that while more recent work employing natural language 
processing (NLP) in social science research supports the effectiveness of the 
techniques discussed here, the current discussion identifies significant challenges 
that social researchers will face in the near future.
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First of all, one of the main challenges encountered by social researchers is 
the existence of biases both in the models used and in their training process. 
It is essential to keep in mind that machines tend to reproduce the prejudices 
inherent in human beings. Therefore, it is crucial to avoid such biases in all 
stages of the process, from data extraction to training the algorithms (Zwilling, 
2023). 

Another challenge lies in the current inability of models to “understand” 
the cultural particularities and jargon expressions found in the data. These 
particularities and expressions are often of significant value to social researchers, 
and their correct interpretation is crucial to ensure an accurate and relevant 
analysis (Sambeek, 2021).

Finally, it is worth highlighting the notable dearth of properly annotated datasets that 
are suitable for training supervised models in the context of social sciences. In many 
cases, the lack of labelled data for specific areas or topics of interest in fields such as 
sociology and political science is rather evident. This leads to the need to resort to 
transfer learning techniques and devise specific strategies aimed at addressing this 
limitation, with the primary objective of achieving results that are both reliable and 
representative.

These challenges underline the need to continue researching and developing NLP 
applied to the social sciences in order to overcome the current restraints and ensure 
a rigorous and robust analysis of the texts in this field. In addition, it is essential to 
highlight the importance of making these analyses replicable and reproducible by 
indicating in the methodology section the libraries, tools and environments used, as 
well as the verifications and modifications made, from cleaning the text corpus to 
evaluating and visualising the results.

8. Appendix 
Appendix 1. Links to the most popular social media APIs 

Platform API
Facebook https://developers.facebook.com/docs/graph-api
Instagram https://developers.facebook.com/docs/instagram
X/Twitter https://developer.twitter.com/en/docs
YouTube https://developers.google.com/youtube/v3/docs/
Reddit https://www.reddit.com/dev/api/

Source: own research.
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